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Abstract: Since developing mobile applications, users usually express their requirements as reviews 

under applications residing in the Google Play Store or Apple AppStore. Some methods were proposed for 

automatically classifying user reviews, most of which employ old methods and databases or provide poor 

accuracy. In this article, a model named DARCLSTM is proposed to improve the process of user reviews 

classification. In the proposed model, the New Kaggle dataset containing 51,000 reviews related to the year 

2021 is given to the deep learning system with LSTM architecture to train the model after pre-processing, 

removing noisy data and data cleaning along with the reviews lables. Then the trained model is used to 

classify reviews into three groups bug reports, feature requests, and information_giving while using an app. 

Then, the model is compared to other methods (other proposed models using machine learning or deep 

learning), indicating the outperformance of proposed model  against previous studies. The F-measure (11%) 

and accuracy (97%) parameters have significantly improved in the proposed model. 

Keywords: Mobile application, user reviews, google play store, classification, deep learning, machine 

learning. 
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1. Introduction 

According to the IDC official website5, a large portion of today’s smartphone market 

belongs to the Android OS. Google play Store, as the main android store, hosts apps 

from developers 6. Statistics indicate the Google Play Store and iOS Apple Store 

include about 4 million apps in total7.  

The Google Play  has enabled users to download the existing apps from it and place 

their reviews[1, 2]. Studies revealed that the reviews include important information. 

This information includes bug reports, feature requests, and user experience while using 

an app [3, 4, 5]. Previous studies indicate user reviews may lead the software 

development process and result in improved future versions of software [6, 7]. 

Moreover, recent studies revealed important information in reviews crucial for program 

designers and analyzers [4, 5, 8]. Considering the large volume of reviews and their 

vital embedded information, their manual classification is a time-consuming and tedious 

task for app developers [9]. An automated review classification system comes in handy 

for developers when debugging the app to improve it and saves time in review 

classification/analysis. 

So far, many different methods are proposed for automatically classifying user reviews, 

most of which face challenges like employing old methods and datasets or providing 

poor accuracy. Some methods that used deep learning (DL) in training their model 

provided low accuracy and used an old dataset. The 2021 Kaggle dataset and LSTM 

architecture-based DL – with a desired performance in classification [10] – are used to 

train the proposed model in this article. 

The proposed model initially inputs the dataset and performs the data-cleaning process, 

including removing noisy, numbered data and non-English sentences. Then, the DL 

system’s parameters are set, and model training begins with the LSTM architecture. The 

proposed model is named DARCLSTM — Deep learning-based App Reviews 

Classifier with LSTM. It is compared to the other old models in terms of their 

evaluation parameters and resolved the aforementioned challenges; furthermore, it 

yielded acceptable results compared to the best-related studies. 

The rest of this paper is organized as follows: Section 1 provides DL-related notions 

and includes the most important related works, and the proposed reviews classification 

model is provided in Section 2. The proposed method is compared against other similar 

studies in Section 3. Finally, Sections 4 include the discussion and conclusion, 

respectively. 

 

 
5 IDC - Smartphone Market Share - Market Share.” https://www.idc.com/promo/smartphone-market-share 
6   Android Apps on Google Play.” https://play.google.com/store/apps 
7 Biggest app stores in the world 2022 | Statista.” https://www.statista.com/statistics/276623/number-of-apps-

available-in-leading-app-stores/ 
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1.1. Background 

Artificial neural networks are vastly distributed processors comprised of small side-by-
side processors responsible for performing calculations and holding knowledge [11]. 
Neural networks are suitable for training models due to the following benefits: a) their 
data-driven and self-adaptive nature reduces errors and enables them to adapt themselves 
to models; b) they can be generalized and enabled to infer unseen (new) data even at the 
presence of noise, c) they are nonlinear, and d) they are trainable with little samples [12, 
13, 14]. However, sometimes neural networks are stuck into local minima [16], and lower 
layers are not trained because of the reduced related slopes while employing back-
propagation error learning [15]; therefore, these networks have lost their popularity. 

DL is based on a set of machine learning algorithms in which high-level data abstract 
models are modeled by multiple nonlinear transformations. This technology works on top 
of artificial neural networks, capable of improving their performance using learning 
algorithms and enhancing the volume of data. DL is comprised of multiple layers 
nonlinearly used for transformation and feature identification [17, 18], providing the 
system with the most accuracy and data understanding. Among DL applications are image 
recognition, speech recognition, voice recognition, text classification, medical diseases 
analysis, drug recognition, bioinformatics, and mobile advertisement [17, 18, 19]. 

In this regard, Hochreiter and Schimdhumber devised LSTM with many different 

applications [20]. IBM used this method for speech recognition [17]. This method uses a 

memory unit named a cell that preserves its value for sufficient time, then uses it as its 

input function. This capability helps the unit to keep its last calculated value. 

Investigations showed that LSTM outperforms Multi-Layer Perceptron (MLP) networks 

in terms of scalability and classification [10, 21]. LSTM accesses more contextual 

information compared to RNN. The first step of LSTM involves keeping/removing 

information through its forget gate. The input of forget gate includes previous latent states 

and current input information. The operation outputs a value between 0 and 1 to the 

memory state cell; 0 means complete removal, and 1 means complete keeping. Then, the 

input gate updates information and keeps a new candidate vector on the memory cell. In 

the next step, i.e., cell update status, the forget gate determined information is added to 

the candidate vector. Finally, the cell state and output gate determine the output. Fig. 1 

shows a cell from this architecture 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 1.1. LSTMCell [22] 
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1.2. Related Work 

Among numerous works done in the field of mobile applications’ user reviews 

classification, the most important studies are as follows. 

Chen et al. proposed a tool named AR-Miner for detecting Informative/nonInformative 

Reviews for the development team. The proposed model uses the reviews of Facebook 

and SwiftKey applications as well as Temple Run and Tapfish games for training using 

EMNB5, Top Modeling, algorithms; it could classify Informative /non- Informative 

reviews with a 0.7 hit rate [23]. 

Maalej and Nabil, in a study in 2016 [24], investigated the best method for user reviews 

classification in Play Store based on feature requests, bug reports, user experience, and 

rating. They developed a database of 1100 applications and 1.1 million reviews. They 

concluded the Bayes theory is the best classification method with a precision of 0.82. 

Moghaddam [25] investigated 50000 reviews from eBay AppStore in 2015 and 

managed to identify the existing patterns in user reviews using Part of Speech (PoS) 

Tagging. Then he used sentiment analysis, Support Vector Machine (SVM), and LDA 

feature reduction for classification to classify user reviews into classes of feature 

requests, bug reports, and user experience reports. The pattern-based method acquired a 

precision of 88% in reviews classification [25]. Johann et al. proposed a tool named 

SAFE in 2017 for extracting features in the Play Store user reviews. They manually 

extracted 18 PoS patterns and 5 sentence patterns. After investigating reviews from 10 

applications, they acquired a precision of 0.55 and a recall of 0.43 [26]. 

Scalabrino et al. employed a machine learning method and a tool named CLAP for 

classifying reviews for clustering reviews and prioritizing clusters required for the 

development team to implement in the future. They named operational bug reports, 

proposing new feature and nonfunctional requirements. Finally, they acquired a 

precision of 0.87 using random tree and DBScan algorithms and employing tools 

database Ar-Miner [23]. 

Martens et al. studied fake reviews in the Apple AppStore in 2019; they consulted 43 

fake review producers resulting in a database including 60000 fake reviews and 62 

million reviews. After classifying the database using seven different classification tools, 

it turned out that Random Forest (RF) classified fake/real comments by recall 98% [28]. 

Aslam et al. in 2020 employed the 2016 database provided by Maalej et al. study [24] 

and extracted 4400 reviews from this database; they presented a review classification 

system using Convolutional Neural Networks (CNN) and Deep Learning. The proposed 

system had an F-measure of 94.7% in user reviews classification [29].  

Qiao and Wang proposed a model for reviw classification in Apple AppStore 

applications based on DeepLearning with LSTM architecture. The model was built by 

investigating 18261515 comments from 4602 games. Then the reviews were labeled as 
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three classes feature request, bug report, and miscellaneous by 26 bachelor students. 

The F-measure of this DL-based tool was 0.769, and its recall rate was 0.768 [30]. 

2. LSTM Based User Reviews Classifier 

In this article, a DL-based model is proposed to classify reviews. To train the model to 

classify reviews as feature requests, bug reports, and information giving, first, we 

should determine the DL parameters. These parameters include the number of classes, 

length of sentences, utilized architecture for the learning system (type of RNN cell), 

number of layers in each cell, a portion of training and test data, number of nodes in 

each network layer, optimizer function, number of input sentences at each step, and 

number of times to perform model training. 

Because the text is unstructured and it is difficult to extract features from it, using Glove 

Word Embedding, the words in the Reviews are converted into a vector containing 

numbers with 300-dimensional space. Considering that RNN networks work well with 

ordinal data and text is also a type of ordinal data, using RNN is the best method to 

solve problems related to text. Each RNN cell contains input words in vector format and 

hidden layer contains it’s past knowledge. But because the RNN cell has a short-term 

memory and only remember the surrounding words, they are not suitable for cases that 

require words far away from them. 

In Figure 3, to train the model, each word of the sentence is given as a vector to an 

LSTM cell separately, after remembering the location of the words and the relationship 

of the words with each other, a general representation of the sentence is made in an 

encoded form. For each LSTM cell, an input weight for the word and an input weight 

from the previous cell are entered into the new cell and the weights are combined. Then 

the weights along with the bias are given to the forgetting gate and at this stage it is 

decided which part is kept and which part is forgotten. Next, if the context of the text 

has changed, the cell has to receive new information. This new information is added to 

the cell in the addition gate with Addition Operation. Next, all the vectors are given to 

the last layer and according to the weights along with the hidden layers, the category in 

which the review is placed is determined. 
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Table 1. Parameters tuned for training model based on Deep Learning 

As you can see in Table 1, 70% of the data is assigned for training and 30% for testing the 

model. The LSTM architecture is used for training the model using deep networks. The model is 

trained ten times so that the accuracy be maximized. Fig. 2 shows the LSTM-based DL 

architecture along with its input and output. 

 

 

 

 

 

 

 

 

 

Figure 2.1 - Schematic of the RNN architecture used, showing the input layer, the LSTM recurrent 

layer, and two hidden (dense) layers[32] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.2- Illustration of our LSTM model for User Reviews classification[33] 

 

 Parameter Value or 

Type 

 Parameter Value or Type 

A. Max number of Words in each 

Sentence 

300 EmbeddingSize 300 

B. Number of Words to Use 1000 Number of Cell 

Layers 

1 

C. Train Size 70% Loss Function Categorical Cross 

Entropy 

D. Test Size 30% RNN Cell 

Architecture 

 

LSTM 

Units 128 WordEmbedding Glove 

  Epochs 10 

is Bidirectional False Number of Classes 3 

Optimizer Adam DropOut Rate 0.4 

BatchSize 64   
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According to Figure. 2.2, the LSTM-based network comprises input, output, and 
middle layers.  Figure. 2.3 shows the architecture of the model with more details during 
classification. The input is the review expressed by the user. It is transformed into a vector 
space of 300 members by Word Embedding and is sent to LSTM, then to the neural 
network layer; finally, the category to which the reviews belongs is determined in the 
output. Fig. 4 shows the input/output details of the DL system used in the proposed model. 
The input includes 51000 reviews along with three labels, including the bugfix, feature 
request, and information_giving, which are used for training the DL-based model after 
the data cleaning step. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. Findings 

3.1. Utilized dataset, process, and data cleaning 

The labeled Kaggle dataset is used for training the model. Tables 2 and 3 show the full 

information about the dataset and its features. 

 Table 2. Used Dataset with details 

Table 3. Features available for each application in the used dataset 

 

Figure 3.1 summarizes application frequency in each category. According to Figure 3.1, 

the most number of applications respectively belongs to the categories Game with 1214 

Provider Number of Reviews Number of Apps Number of Categories 

Kaggle 51000 10842 32 

    

Numbe

r 

Feature Numbe

r 

Feature 

1 App Name 2 Category 

3 Average app rating (0 to 5) 4 Number of Reviews 

5 App Size in MB 6 Number of Installations 

7 Free or Paid 8 Price of an app in case of not free 

9 Age limit for using an app 10 Date of last app update 

11 Last Version of app 12 Minimum Android version required for installing app 

13 Reviews for app in text 

format 
14 Reviews Lable (Feature Request,BugFix, and Information 

Giving) 
    

Figure 2.3- Details of input & output of Deep Learning System 
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apps, Tools with 1682 apps, and Family with 1972 apps; the least number of 

applications respectively belongs to categories Art & Design with 65 items and Auto & 

Vehicles with 85 items. The non-equality of each category’s application frequency is 

because of different popularity among different categories. 

 

Figure 3.1- Number of apps in each category of Google Play Store 

 

The employed Kaggle database is asymmetric; various experiments have proved that 

data symmetricity or asymmetrically (skewed or non-skewed data) does not affect the 

accuracy of the model in ML- or DL-based classifying systems [34]. 

3.2. Data preprocessing and cleaning 
 

The working dataset includes noisy data such as non-English user reviews, useless numbers, 

stop words, and upper/lower case letters. Therefore, it should be cleaned and preprocessed so 

that cleaned data enters the DL-based learning system and the accuracy of the system is 

improved. Figure 3.2 shows the preprocessing in total. 

 

Figure 3.2- Steps to remove the noisy from dataset 

Numerous articles indicate that DL-based networks readily get along with noisy data 

[35, 36]. To investigate this and its impact on system accuracy, we train the model both 

with noisy and cleaned data. 

The data cleaning and noise removal steps in this study include removing non-English 

reviews and numbers, word lemmatizing, and lowercasing uppercase letters or words, 

which is performed using Python. 
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Then, the proposed model DARCLSTM (Deep Learning-based App Reviews Classifier 

With LSTM) is compared to other proposed tools, frameworks, and models considering 

their respective parameters. 

3.3. Experiment and training environment 
 

Training is done using Python v3.1.11 in Visual Studio Code v1.78.2. This environment 

is selected due to the simplicity of debugging and its similarity to Microsoft Visual 

Studio. 

A personal computer with the following specifications is used for the processes: AMD 

Ryzen 2400G processor, 16 GB of RAM DDR4, no Graphics card, and Windows 10 

OS. 

3.4. Research Questions 

We investigate the following research questions for the evaluation of DARCLSTM 

model: 

RQ1: Can DARCLSTM outperform the state of the art in the classification of reviews? 

If yes, to what extent? 

RQ2: Does data preprocessing/cleaning affect the accuracy of the model? 

3.4. Experimental design 

As can be seen in Figure 2.3, 70% of the reviews in the Kaggle dataset, along with their 

labels, are selected as training data and 30% as testing data. After performing the 

training process, the accuracy and loss parameters are measured. The training process is 

repeated because the test/train data are selected randomly, and again the accuracy and 

loss parameters are measured. This operation is performed ten times, in which each time 

accuracy is enhanced, and loss is decreased. In the end, the average value of accuracy 

and loss is calculated. Then, the trained model is uploaded to a location to be compared 

to other models/tools. 

RQ1: To address this question, the proposed model is compared to the following 

models: Chen et al. (Ar-Miner tool) [23], Maalej et al. [25], Scalabrino et al. (CLAP 

tool) [27], and Aslam et al. (DCAR tool) [29]. For comparison purposes, the labeling of 

the Kaggle dataset used in DARCLSTM is modified according to the classification 

performed in each tool, and the training process is repeated. Then, the dataset used to 

test tools or frameworks provided by others is given to the new model. Finally, the 

results are compared in terms of the authors’ intended parameters. 

RQ2: To address the extent of data preprocessing (data cleaning) effect on the accuracy 

of the classification model, the database is entered into the DL-based learning system 

with and without data cleaning. The accuracy is measured in each step, and the results 

are finally compared. 
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3.5. Experiment results 

RQ1: Comparing with other proposed tools/frameworks: 

 to address this question, as mentioned before, the DARCLSTM model is compared to 

other proposed tools/frameworks. 

 

3.5.1 Comparing the proposed model to the Ar-Miner proposed by Chen et al. [23] 

They categorized the reviews as Informative and non-Informative. Informative reviews 

include a functional flaw that produces incorrect or unexpected results, a functional flaw 

that degrades the performance of the application, add/modify feature requests, remove 

advertisements/notifications requests, and permission removal. Non-Informative 

reviews include pure user emotional reviews, Descriptions of (apps, features, actions, 

etc.), overall description regarding a bug or a fault, and questions and inquiries [23]. 

Then our used dataset is orchestrated with the intended labels of Chen et al. They 

employed reviews of Facebook and Swiftkey as well as TempleRun2 and Tapfish 

games. The apps and games had labeled and unlabeled reviews to be evaluated. The 

model is trained using our used dataset with Chen et al labels; Table 4 shows the 

comparison results for the apps and games. 

Table 4. Comparison of the proposed model with ar-miner 

 

As can be seen in Table 4, the Ar-Miner tool classifies Informative and non- 

Informative reviews with an average F-measure of 0.799, while this metric is 0.94 for 

the proposed DARCLSTM model; that is, the proposed model outperforms the Ar-

Miner tool by 12.1%. 

 

3.5.2 Comparing the proposed model to the Maalej et al model [25] 
 

Table 5 shows the working categories of Maalej and the keywords categorizing each 

app. Their categories include bug reports, feature requests, user application experience, 

and user ratings. 

Table 5. Categories used by maalej et al with Keywords 

 

 

 

 

 

 

 

AppName Number of Reviews Ar-Miner DARCLSTM 

Facebook 2000 0.877 0.961 

Swiftkey 2000 0.764 0.958 

TempleRun2 2000 0.797 0.93 

TapFish 2000 0.761 0.912 

Review Type KeyWord 

Facebook Bug, fix, problem, issue, defect,… 

Swiftkey Add, please, could, would,… 

TempleRun2 Help, support, assist,… 

TapFish Great, good, nice,… 



53 

 

The dataset used by Maalej et al includes 370 reviews in the bug report category and 

296 reviews in the feature request category. Next model training was done using our 

dataset and Maalej labels. Table 6 shows the comparison results 

Table 6. Comparison of the Maalej model with the proposed model 

 

According to Table 6, their method’s average F-measure is 0.77 in classifying reviews 

into BugReport and Feature Request categories. However, the average F-measure is 

0.954 for the proposed DARCLSTM tool. That is, the proposed model outperforms 

Maalej’s method by 15.9%. 

 

 

3.5.3 Comparing the proposed model to the CLAP tool [27] 
 

CLAP’s used dataset includes 3000 reviews from Chen’s database – the Ar-Miner tool 

[23]. Next model training was done using our dataset and CLAP labels. Table 7 shows 

the comparison results. 

Table 7. Comparison of the Maalej model with the proposed model 

 

According to Table 7, CLAP’s average F-measure is 0.86 in classifying reviews into the 

mentioned categories. However, the average F-measure is 0.93 for DARCLSTM. That 

is, the proposed model outperforms CLAP by 7%. 

 

3.5.4 Comparing the proposed model to the Aslam et al. tool (DCAR) [29] 
 

Aslam et al. used Maalej’s database [24]. The only difference is that they used deep 

learning with convolutional neural network(CNN) architecture for the learning process. 

Table 8 shows the comparison results 

Table 8. Comparison of the Maalej model with the proposed model 

 

Number of Reviews Class Maalej DARCLSTM 

370 Bug Report 0.78 0.963 

296 Feature Request 0.76 0.945 

    

Number of Reviews  Average Classification 

F-Measure in CLAP 

Average 

Classification 

F-Measure in 

DARCLSTM 

200  0.86 0.97 

    

Number of Reviews Class DCAR DARCLSTM 

370 Bug Report 0.9435 0.971 

296 Feature Request 0.947 0.975 
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According to Table 8, the average F-measure for DARCLSTM is 0.963, which 

outperforms DCAR by 1.8%. Furthermore, it should be considered that DCAR is 

trained using an old 2016 dataset, while our proposed model is trained using a 2021 

dataset. 

In Table 9, all of the presented tools and methods by others are compared with the 

proposed DARCLSTM model in terms of the average F-Measure 

Table 9. Categories used by maalej et al with Keywords 

 

 

 

 

 

 

 

 

According to Table 9, the accuracy is increased since 2014, considering the advent of 

new methods for training user reviews classification models. Furthermore, the F-

measure of the proposed method outperforms all state-of-the-art methods & models. 

RQ2: The effect of data preprocessing & data cleaning on the accuracy of the 

classification model: 

To address this question, both cleaned and noisy datasets are used to train the model. 

Once, the cleaned dataset is entered into the system, the learning operation is repeated 

ten times, and the average accuracy is calculated. Once again, the noisy dataset 

underwent the exact same operations. Then, their accuracy is compared, which is shown 

in Table 10. 

Table 10. Comparison of accuracy in user reviews classification using clean and noisy dataset 

 

 

 

 

 

As shown in Table 10, the model performs slightly better with cleaned data, yet data 

cleaning has no significant effect on accuracy. 

4. Discussion and Conclusion 

4.1. Discussion 
Symmetric & Asymmetric Data: symmetric distributions occur when variable values 

appear in regular frequencies, and the mean, median, and mode all occur in one state. 

Graphically, symmetric distribution may appear as a normal distribution (bell diagram). 

This distribution is a key concept in technical analysis of trading because price 

corresponds to a symmetric distribution curve over time. Symmetric distribution usually 

Author/ Tool Average Classification F-Measure 

Chen et al/Ar-Miner 0.799 

Maalej et al 0.77 

Scalabrino/Clap 0.86 

Aslam/DCAR 

Proposed Methodology (DARCLSTM) 

0.945 

0.953 

Type of DataSet Classification Accuracy 

Cleaned Dataset 97.21% 

Noisy Dataset 97.15% 
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contradicts asymmetric distribution, which is directly related to skewness and other 

irregularities [34]. 

• The working dataset in this article is derived from Kaggle and, therefore, is 
asymmetric and, as mentioned, has no significant effect on accuracy. 

• Considering the high volume of the unstructured text reviews expressed in the 
applications, extracting features from them is tedious and ML algorithms 
present poor accuracy in this regard. 

• According to Table 9, the proposed model’s F-measure is higher than models 
trained with CNN. The reason is that the training process is performed using a 
more updated dataset, and the LSTM method has a better performance 
compared to CNN. 

• According to Table 9, the proposed model’s F-measure is also higher than 
models trained with ML algorithms. The reason is that the DL-based methods 
perform better in vector spaces [38] with many features. 

• In addition, because the new database was used to train the model, LSTM was 
more accurate than other methods in categorizing user reviews. 

According to the above analysis, it could be concluded that the proposed user reviews 

classification model outperforms other methods. 

4.2. Conclusion & Future Work 
 

Considering the large volume of user reviews and their time-consuming and tedious 

manual classification, an automated reviews classification system is required. Such a 

system helps developers in improving and debugging their applications as well as 

saving time. A new Deep Learning-based method named DARCLSTM is proposed for 

classifying user reviews into three categories bug report, feature request, and 

information_giving. The proposed model utilizes an authorized, new 2021 dataset and 

provides more accuracy in classifying reviews compared to other proposed 

tools/methods. Furthermore, using the proposed model, developers receive faster 

analyses and readily access classified reviews. 

For future work, one may use transformers to adjust and train BERT-based models 

more precisely with the provided dataset to achieve more accuracy. The proposed model 

could be trained by newer datasets or more data to increase its accuracy. Furthermore, in 

the presence of non-English reviews, one can train the model in other languages, 

providing reviews classification in non-English languages. The trained model could be 

trained for classification in other mobile platforms, such as Apple and BlackBerry, if 

any. 
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